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This review discusses the development of X-ray photoelectron spectroscopy, XPS, used as a characteri-
zation and metrology method for ultra-thin films in the semiconductor wafer processing industry. After
a brief explanation of how the relative roles of XPS and Auger electron spectroscopy, AES, have changed
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aterials characterization

over the last 15 years or so in the semiconductor industry, we go into some detail as to what is implied by
metrology, as opposed to characterization, for thin films in the industry, and then describe how XPS, and
particularly angle resolved XPS, ARXPS, have been implemented as a metrology “tool” for thickness, chem-
ical composition, and non-destructive depth profiling, of transistor gate oxide material, a key requirement
in front-end processing. We take a historical approach, dealing first with the early use for SiO2 films on
Si(1 0 0), then moving to silicon oxynitride, SiOxNy in detail, and finally and briefly HfO2-based material,

which is used today in the most advanced devices (32 nm node).

© 2010 Elsevier B.V. All rights reserved.
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1. Introduction

This review covers the development of XPS within the semi-

conductor wafer processing industry for materials characterization
and materials processing metrology. Specifically, it concentrates on
the use of Angle Resolved XPS, ARXPS, for the characterization and
metrology of ultra-thin films. As such, much of what is discussed

http://www.sciencedirect.com/science/journal/03682048
http://www.elsevier.com/locate/elspec
mailto:brundle@attglobal.net
dx.doi.org/10.1016/j.elspec.2010.03.008


4 opy an

h
w
t
w
i
e
c
m
a

t
y
i
i
o
y
t
f
i
f
a
s
e
b
o
f
i
f
m
t
p
o
a
r
s
d
t
w
t
(
o
t
a
t
a
o

u
p
i
q
i
a
r
p
l

a
t
T
s
t
c
n
t
o

(

(

34 C.R. Brundle et al. / Journal of Electron Spectrosc

ere could also be applicable to the disk drive data storage industry,
here ultra-thin films appeared in manufacturing processes before

hey did in semiconductor technology, and in any other industry
here control of ultra-thin films is needed. What these “high tech”

ndustries have in common then, is that they all involve growth or
tching of films, which have to be well-characterized and precisely
ontrolled. The uses of XPS here are in the areas of process develop-
ent, process control (particularly metrology), quality assurance,

nd failure analysis.
What this review is not about, but about which it is necessary

o say a few words, is the traditional use of XPS as a surface anal-
sis tool in the chemical, chemical engineering, and metallurgical
ndustries. XPS has been used in these industries, such as oil refin-
ng, fine and heavy chemicals, and polymers, ever since it was
riginally established as being highly surface sensitive some 40
ears ago [1]. For many years, however, its role was largely confined
o research and development areas, where XPS capability might be
ound as a part of the traditional “materials laboratory”. The XPS
nstrumentation in the materials laboratory at that time did not dif-
er significantly from that in academia, and its effective use required
similar level of specialized expertise. Owing to its extreme surface
ensitivity, its chemistry speciation capability, and its relatively
asy quantification for surface species (note: not necessarily for
ulk, or for a non-uniform depth distribution), which were all rec-
gnized early on [2], XPS naturally became used where the needs
or these attributes was undisputed, such as surface contamination
ssues (leading to adhesion or corrosion failures, for instance), sur-
ace reactions and poisoning in heterogeneous catalysis, and the

odification or degradation of polymer surfaces. XPS instrumen-
ation however, had essentially no lateral resolution, and depth
rofiling was both awkward and slow to perform (alternate cycles
f Argon sputtering and spectral acquisition), and often introduced
rtifacts of change in chemistry [3]. These two factors, no lateral
esolution and slow depth profiling capability are part of the rea-
on that XPS did not gain much early traction in the semiconductor
evice production industry, whereas e-beam Auger electron spec-
roscopy, AES, did. E-beam AES had sufficient lateral resolution to
ork at the device level, primarily for failure analysis [4]. This and

he seemingly mundane attribute that elemental depth profiling
no chemical state information, and therefore no obvious evidence
f the possible sputter induced chemical changes) was done rapidly
hrough micrometer thick films, were very influential in the early
doption of AES in the semiconductor industry materials labs. Also
he materials used then in the industry were rather simple and rel-
tively inert (Si, SiO2, Al, W), meaning that chemical speciation was
f lesser importance.

So, from 40 years ago to about 15 years ago, XPS was more widely
sed for true surface issues in the chemistry-based industries,
rimarily in the R&D laboratories, whereas AES was not (charg-

ng of insulators, no chemical state information as practiced, poor
uantification). AES was used more widely in the semiconductor

ndustry and other industries where thin films were deposited as
basis of the technology. AES was not being used primarily for

eal surface analysis though and certainly not for chemistry. It was
rimarily a qualitative thin film elemental profiling tool, with excel-

ent lateral resolution, if needed.
Over the last 15 years or so this balance has changed gradu-

lly, so that now XPS is much more used in the thin film arena,
hough, of course, for high spatial resolution, AES must still be used.
he main driving force for this change has been the change in the
emiconductor industry itself. There has been a steady decrease in

he thickness of many layers termed “thin films” down to, in some
ases, sub-nanometer, which has made XPS a highly suitable tech-
ique for materials characterization of the whole film, because of
he match in thickness to XPS probing depth. In addition the surface
f a layer, or interface between layers, on the nanometer scale was
d Related Phenomena 178–179 (2010) 433–448

previously often technologically irrelevant when film thickness
approached micrometer dimensions. A few Angstrom of reaction
was of no concern for the bulk properties of the film (though
it could be a practical showstopper because of delamination for
instance). Today, with many films of only nanometer’s thickness,
the surface/interface reaction may consume a considerable fraction
of the film and strongly affect the overall film properties. This is
exacerbated by the recent trend to more exotic and reactive mate-
rials. The instability and reactivity of HfO2 at a Si interface, where
processing conditions can result in interdiffusion and a complex
phase mixture, is a perfect example – yet HfO2-based sub-20 Å
films are in current production as the gate dielectric material in the
most advanced transistors, and therefore must be very precisely
controlled. Another example is the switch from Al to Cu for the
interconnect metallurgy. Cu diffusion into the active device region
is catastrophic to device performance, which leads to the need to
introduce an additional effective barrier layer, such as Co. This,
however, can only be a few nanometers thick, or the conductivity
benefit of moving from Al to Cu for reduced dimension structures
is compromised (the barrier layer takes up thickness that should
be available to the Cu interconnect wire). Likewise, there are issues
of controlling a few Angstrom of oxidation on the Cu seed layer
which is deposited prior to electroplating the interconnect lines.
The dielectric insulation between the interconnect levels has also
changed drastically, and there may be up to nine interconnect lev-
els in advanced product. Traditionally the insulation was SiO2. Now
exotic organic/inorganic material mixtures are also used, which
can have homogeneity and stability issues (towards humidity, for
instance).

Summarizing, the industry has evolved to the point where:

a) Layers can be so thin that there is little distinction between a
surface or interface region and the bulk of the film,

b) XPS is an appropriate approach to analysis for the whole film
thickness, and

(c) The wide range of materials now used requires much more
chemistry understanding and control.

Hence the growth of XPS as an analytical tool, not (just) for
surface issues, but for the whole film.

While the above changes were occurring in the semiconductor
industry, the XPS instrumentation was also evolving. Lateral reso-
lution has gradually improved for lab-based equipment to the point
where it is quite feasible to work on the scribe lines and test areas
between dies on patterned wafers, thus allowing measurement at
any stage during the wafer processing steps. This requires current
lateral resolution of about 10 �m, with enough signal strength to
allow measurement in minutes rather than hours. Of course cur-
rent lab XPS equipment does not (and probably never will) have
the capability to work at the device structure level, where 10s nm
resolution is needed.

The instrumentation intended for use in the industry also started
seriously diverging in design from that intended for general pur-
pose usage about 15 years ago. Instruments capable of taking large
samples, and eventually full 200 mm and 300 mm wafers became
available. They also became more automated, initially in terms of
loading wafers and acquiring data in different locations (mapping),
and later in automating the data reduction process to produce
what might be termed the XPS analyst’s “standard table”; that is
a table of percentage elemental compositions, based on Scofield’s
atomic photoionization cross-sections [5], or empirically deter-

mined cross-sections for the particular instrument design, plus
some information on chemical speciation of the elements present
from resolved chemical shifts. Thus, the need for expert involve-
ment to get to this stage – the standard table – was greatly reduced
and therefore access to the technique greatly widened.
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Of course the expert does not necessarily consider this develop-
ent a good thing! First there is the concern that the expertise is

o longer needed. In our experience this is never the case, partly
ecause of the second concern, which is that a “standard table”
f percentage compositions will only approximate the truth if the
aterial composition is (a) constant with depth over the depth

ange probed and (b) if there are no significant differences in depth
robed for each element (which, in turn, depends on which XPS

ines are being used for the analysis). If there is any communica-
ion at all between the expert and the customer receiving such
utomated analysis (not always the case!), the customer quickly
ealizes the expert is needed to explain and mitigate the caveats of
he “standard table”.

However, it is often the case that, in comparison of sample A to
ample B, use of the “standard table” is straightforward, because
ne is often looking for change, not correctness of absolute val-
es. The expert’s role here is to establish when this approach is
ppropriate and when it is not.

A specialized development of XPS instrumentation was to pro-
uce a system which could automatically provide a metrology for
hin films. We will explain what is implied by “metrology” for the
emiconductor industry in the next section. Here we just want to
ake clear what it means for the nature of the instrumentation. It
eans either having an instrument designed and dedicated entirely

o the particular measurement in question, e.g. thickness, usually
ith hidden layers of proprietary software, or having a somewhat
ore flexible instrument which can also be switched between a

edicated mode for metrology (operator use) and a more general
nalytical mode (engineer, or expert use). Both types of XPS now
xist in the semiconductor industry. The former [6] is found in chip-
aking fabrication facilities, FABS, and in companies developing

rocessing tools for chip-making FABS, and the latter [7] is found
oth in FABS and in material labs supporting such operations.

. Characterization and metrology

.1. Characterization

Materials and process characterization should take place during
he development stage of a product. In the case of Si wafer pro-
essing this implies characterizing everything about a deposited
ayer one needs to know in order to reliably produce the end prod-
ct. This could mean, and often did mean, in the early days of
emiconductor devices, as little as measuring film electrical resis-
ance with a four point probe [8], or it could be as extensive
s determining physical and electrical thickness, density, poros-
ty, composition, interface roughness, stability towards ambient
onditions (e.g. humidity), stability towards subsequent process
onditions (e.g. elevated temperature), and diffusion and reaction
roperties towards the substrate or a subsequent layer. The idea is
o perform enough characterization so that when a viable product
merges from development, it is known what parameters must be
ontrolled, and to what degree of precision.

.2. Metrology

In principle, then, once “enough” has been established by char-
cterization during the development stage, tolerance limits can be
et for the critical parameters, and measurement procedures (the
etrology) put into place as an integral part of the manufacturing
rocess in order to stay within the limits (statistical process control,
PC).

A dictionary definition of metrology is simply “the science of
easurement”. The science community understanding is “mea-

urement to a known precision”. The industrial/technological
d Related Phenomena 178–179 (2010) 433–448 435

understanding is “measurement to a known precision, capable of
meeting process tolerance requirements (upper and lower con-
trol limits)”. The Si wafer processing industry expectation is that
a viable metrology must also be rapid (seconds or minutes per
measurements), robust (e.g. 95% metrology tool uptime) and FAB-
compatible (no expert involvement on a day to day basis).

Since production wafers are currently 200 mm and 300 mm,
metrology tools must handle these, and be capable of mapping the
wafer (anywhere from 5 points to 100% mapping may be required,
depending on what is being measured). If the metrology tool is in-
line it must also be fitted to accept automated wafer cassette and
wafer transfer operation, a very expensive proposition. If it is off-
line, or in the support materials laboratory, automated single wafer
handling may be acceptable.

The process engineer’s view of metrology is likely to be quite dif-
ferent from that of the typical physical scientist, who will usually
be concerned with understanding exactly what is being measured,
and whether it is accurate. The process engineer simply wants
a correlation between the parameter value being produced by
the metrology measurement, at that particular point in the wafer
processing sequence, and the final electrical performance of an
individual device after completion of fabrication. As such, it is usu-
ally precision he/she is interested in. Taking gate oxide thickness
as an example, it serves no purpose to determine “thickness” with
insufficient precision to detect changes which affect final electri-
cal performance. On the other hand it would be equally useless
to determine “thickness” to a high precision, if change in thick-
ness were not a controlling factor of electrical performance. In
this example of gate oxide, the process engineer does not particu-
larly care whether the absolute value of the gate oxide thickness is
determined correctly, or whether it is even a physically meaningful
concept, as long as changes in the value determined correlate with
changes in device performance. This is the reason that the abso-
lute accuracy of a metrology measurement is likely to be much less
important than the precision of the measurement, i.e. the ability to
detect change.

2.3. Precision and process tolerance

To have confidence to some defined level (e.g. 1�, 3� or 6�) that
a parameter is within upper and lower process limits, the metrol-
ogy tool must have considerably greater measurement precision
capability than the process tolerance sought. The “Watchmakers
Golden Rule” [9] is that the metrology tool should have 10 times
better measurement precision capability than the tolerance sought
for the process under test. Thus:

P6�

t
= 0.1 (1)

In practice, in the wafer industry this arbitrary standard has been
relaxed to:

P6�

t
≤ 0.3 (2)

So, again taking film thickness as the example, where the upper
and lower control limits (at 6�) are often set at ±4%, i.e. a tolerance,
T, of 8%, for a P(6�)/T of 0.3 on a 10 Å film:

P(6�) = 0.08 × 0.3 × 10 Å = 0.24 Å , or 2.4%
or P(1�) = 0.24 Å /6 = 0.04 Å or 0.4%

Instrument vendors usually quote the precision of their instru-
ments to 1� or 3�.
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Table 1
Some ultra-thin films used in the wafer processing industry.

Material/technology Mature production Advanced production

SiO2 in gate (Å) 20–40 –
Si/O/N gate (Å) 15–25 6–10
Metal gate (Å) – Gate + 20–30
High k gate (Å) – 20–50
Shallow implant (Å) ∼100 20–30
Liner/barrier (Ta/TaN) (Å) 100s 10–30
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Table 2
Examples of precision capabilities requested from metrology tool vendors.

Minimum film thickness
measurable

1� precision

Gate (Si/O/N) 10 Å 0.5%
High k (HfO2) 10 Å 0.3%
Barriers (TaN) 10 Å 0.3%
Cu seed layer (Å) 1500 100
Oxide on seed layer (Å) ≤5
Co passivation (Å) 100s

. Development of XPS for characterization and metrology
f ultra-thin films

.1. Background

Table 1 lists the thickness for some of the key films involved
n both mature and advanced semiconductor FABS. We give below

brief explanation of their roles for those not familiar with this
ndustry.

SiO2 was the industry standard for the transistor gate oxide until
few years ago. It cannot be used for 90 nm node technology and
eyond because, with the device scaling (shrinkage) required at
his node, it would have to be <10 Å thick for the required capaci-
ance, and it is not possible to engineer reliably such a “bulk” SiO2
lm. This was demonstrated by Muller et al. [10] using transmission
lectron microscopy/electron energy loss spectroscopy, TEM/EELS,
ho showed that, in a processed gate stack, a 20 Å “SiO2” layer

ctually consisted of about 50% interface region (top and bottom)
here the material did not have the required bulk SiO2 properties.
t 12 Å nominal thickness no bulk SiO2 remained. Such a film would
e very electrically leaky and would have a dielectric constant, k,

ower than bulk SiO2.
Silicon oxynitride films, SiOxNy, were introduced into produc-

ion originally as a “temporary” fix for this problem, after a lot of
evelopment work concerning the processing method; the total
itrogen content (known as the “dose”) and the way the nitrogen
hould be distributed through the film. The usual manufacturing
rocedure is to start with a thermally grown SiO2 layer and ther-
ally treat it (>900 ◦C) in NO or NO2, or implant nitrogen by a

lasma process [11]. The idea is to create a leakage free film with
modest increase in k (∼25%) compared to bulk SiO2, allowing a
odest increase (∼25%) in thickness for a given capacitance. This
aterial is in current production for 90 nm node technology.
Metal gate is a follow-on technology where a metal layer is

laced between the oxynitride gate oxide layer and the subsequent
-Si [12].

High k gate [13] uses a dielectric layer with a considerably
igher dielectric constant than that of SiO2, allowing considerably
reater physical thickness for an equivalent SiO2 electrical thick-
ess (known as the equivalent oxide thickness, EOT). HfO2-based
aterial has become the choice here, but an acceptable structure

as been hard to achieve because of the reactivity of HfO2 towards Si
nder processing conditions. This issue led to a major development
rogram within the industry, and much academia study also. This
rogram had a large need for characterization of the HfO2/Si inter-
ace and XPS has played a significant role in this [14]. Metal gate is
ow also incorporated into the HfO2 gate oxide for the 32 nm node
13].
Shallow implant [15] is a plasma based process which is replac-
ng traditional high energy (many keV) ion implantation for source
nd drain dopants such as As and B, so that the dopant is con-
ned in a much thinner surface layer. The much thinner layer also
eans the dopant concentration must be much higher to produce
Gate N dose (for Si/O/N) 10 Å 1% at 1E15 atoms/cm3

Implant dose (B, F, As, P) 50 Å 1% at 1E15 atoms/cm3

5% at 1E14 atoms/cm3

the same electrical performance. Both factors – thinner layers and
higher dopant concentration make the use of XPS characterization
possible [16].

The remaining layers listed in Table 1 are deposited at the “back
end” of the production line and are related to the interconnect
wiring, which, in the most advanced product, is nine layers deep
and Cu based.

All of the films listed in Table 1 have been the subject of intense
characterization studies during development, with XPS playing a
significant role. However, owing to the lack of sufficient lateral res-
olution, the XPS work is confined to films deposited on flat wafers
(“monitor wafers”) and test and scribe regions on patterned prod-
uct wafers.

Table 2 lists the metrology tool precisions actually being
specified by the industry. For thickness determination they are
compatible with a 6� tolerance of ±4%. At first sight it may seem
absurd to ask for a precision in measurement capability of 0.5%, or
0.05 Å, for a 10 Å film, since this is a small fraction of an atomic size.
XPS, however, determines the average thickness over the area sam-
pled, using the ratio of overlayer to substrate XPS signal intensities
[17], assuming a density and a mean free path length for inelas-
tic scattering. A typical area analyzed is 104 �m2. A 10 Å film thus
corresponds to several 1011 atoms, and it is actually not difficult
to achieve the required precision for a raw XPS peak intensity in a
short time. The determined average thickness is then typically cal-
ibrated against some “direct” method, such as high resolution TEM
cross-sectional sampling (caution is also needed here, though, as
several things have become apparent through round robins: (a) for
very high resolution cross-sections, only a very small length of the
gate thickness is sampled in any given image, which may, or may
not be typical of the average value needed; (b) the few Angstrom
interface region in a TEM image of a given cross-section of a few
10s Å thick film can look quite different under different conditions
of focus and contrast, leading to different operator placement for
“the interface”; and (c) even for a given TEM image of a given cross-
section there can be operator disagreement on exact placement of
the interface). Of course, for XPS, if there were sufficient variations
in surface roughness, or inhomogenity in density from measured
site to site on the wafer, this would affect the ratio of XPS intensities
and result in apparent variations in thickness. If such effects corre-
late with final device electrical performance changes in the same
manner as a “real” thickness change, no one would know the dif-
ference (or care). If they caused different electrical performance
changes, this could reduce the usefulness of XPS as a thickness
metrology tool.

3.2. SiO2 gate oxide film thickness as the prototype example

The standard, simplified, 2 layer XPS model [17], used for deter-
mining layer thickness for an SiO film on Si substrate, results in
2
the equation:

ln
[

1 + R

R∞

]
= d

� cos �
(3)
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ig. 1. Thickness measurement: testing model validity for ARXPS for SiO2/Si, plot of
n[1 + R/R∞] versus 1/cos(�); gradient = d/�, nominal thickness from ellipsometry.

here R is the measured ratio of the Si4+2p SiO2 XPS intensity to
he Si02p Si substrate intensity; R∞ is the same ratio, but for clean
ulk SiO2 and clean bulk Si; � is the inelastic mean free length for
i2p electrons through SiO2; and � is the analyzer acceptance angle
.r.t. the surface normal. It is a simplified model because there are

t least 2 assumptions:

1) The � value for Si2+2p electrons is the same as for Si02p sub-
strate electrons. Since their KE’s are practically the same, this
is not a problem. For determination of thickness on a different
substrate, using a substrate XPS signal of significantly different
KE from the overlayer XPS signal, using the simplified equation
would introduce an error.

2) It ignores the effect of elastic scattering (see later).

In addition, the value for R∞ may be obtained experimentally, or
ay be a theoretical value. Variation in the value used could be con-

idered a calibration error (for SiO2/Si the theoretical value differs
ignificantly from the experimentally determined value, possibly
ecause there is significant intensity in the plasmon loss struc-
ure, which varies from the SiO to the Si4+ situation, and which is
ot included fully and correctly in the experimentally determined
alue).

A plot of ln[1 + R/R∞] against 1/cos � should be linear, passing
hrough the origin, with a slope of d/�. Fig. 1 is such a plot [18]
or a range of SiO2 thickness determined by ellipsometry (long a
tandard metrology for SiO2 thickness [9], which works provided
he SiO2 layer possesses the bulk optical properties that go into

odeling the ellipsometry data. This begins to break down when
he interface width becomes significant compared to the full film
hickness). The linearity holds well up to about 6 nm thickness, and
hen starts to break down. We know why. The elastic scattering
ffects, not included in Eq. (3), are accentuated at high � and large
ayer thickness [17,19].

From a practical point of view, for SiO2, not including elastic
cattering in Eq. (3) simply results in a small absolute error in deter-
ined thickness provided data above about 60◦ is not included

for thickness up to about 6 nm). This is demonstrated in Fig. 2,
here calculated thicknesses, using Eq. (3) and a straight line fit

s in Fig. 1, are shown as a function of the maximum angle for

hich data is included [20]. The determined thickness remains

ensibly constant until data above a critical angle is included, at
hich point it starts to decrease. It is above this angle where

he importance of a rapidly changing contribution of elastic scat-
ering starts to increase. Consequently we know not to trust the
Fig. 2. (Top) ARXPS measurements of SiO2 thickness: effect of angular range on
thickness calculation determined using Eq. (3). (Bottom) Schematic of the effect of
elastic scattering on apparent electron trajectory.

model when data above about 60◦ is included, for thicknesses above
about 6 nm.

These are empirical observations, and the effect, on the absolute
thickness determined, of leaving out the elastic scattering term for
data below a 60◦ angle, can be corrected for by a TEM calibration
point to yield an effective �, if absolute accuracy is a concern.

The same general behavior of the effect of elastic scattering
appears to hold for other material, such as HfO2, but the elastic
scattering effects are stronger for the higher Z material and conse-
quently become significant for thickness determination at smaller
angles and lower thickness.

Fig. 3 plots the extracted values of d, assuming an effective �,
against measured ellipsometric values [21]. There is an excellent
linear correlation, but there is an offset of about 1 nm, which is due
to the fact that there was significant hydrocarbon contamination on
these films (they had been kept in ambient for a considerable time).
The ellipsometry optical modeling tries to fit this as an additional
SiO2 component, but it has no effect on the XPS results because the
presence of a hydrocarbon layer does not affect the ratio, R. As a
function of time, and therefore increasing hydrocarbon presence,
the ellipsometric values will therefore increase, but the XPS values
will not be affected.

Based on the above approach, Fig. 4 is an XPS determined plot of
the oxide thickness, as a function of radius for a 150 mm Si wafer,
which has gone through a standard thermal oxidation process to
produce a nominal 40 Å thick layer. The equivalent standard ellip-
sometry measurements are also shown. This wafer was provided
by the present authors to VG Scientific (now Thermo, Inc.), where
the data was acquired using a prototype Thetaprobe (see later), and
analyzed by Seah et al. [22]. Without getting into the details of the

statistics it is clear that ARXPS can do a creditable precision job at
this thickness. This example was the first open literature analysis of
this type on a real production wafer, though major semiconductor
equipment and semiconductor chip-making companies had been
pursuing such demonstrations with at least two XPS vendors for
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ig. 3. Comparison of XPS SiO2 thickness values from ARXPS (Fig. 1) to ellipsometry
alues.

ome time before this. The real interest, of course, was not to pur-
ue XPS as a potential metrology approach for thermal SiO2 on Si,
ince ellipsometry remained a fast and adequate approach down
o the minimum industry thickness of such layers (Table 1), but
o investigate its potential for thinner and more complex material

here ellipsometry modeling might not work.

Of course it is not strictly necessary to perform XPS as a func-
ion of � to extract a value for thickness, d. Eq. (3) can be used
ith a single angle. This is the approach taken by ReVera in their

ig. 4. Thickness wafer mapping by ARXPS: ∼40 Å SiO2 on a 150 mm Si(1 0 0) wafer,
nd comparison to SiO2 (Ref. [22]). (x) ARXPS; (() ellipsometry.
d Related Phenomena 178–179 (2010) 433–448

FAB-compatible RVX1000 instrument [6], which is designed purely
for fully automated metrology of SiOxNy and follow-on products.
However, without checking that there is at least a linear fit to Eq.
(3) (necessary but not sufficient), one cannot have confidence that
the model used is appropriate, and if it is not, then a different value
of d would result from fitting at each different angle.

3.3. SiOxNy gate oxide films

3.3.1. Background
The introduction of nitrogen content into a SiO2 film may

appear simple, but it greatly complicates the characterization and
metrology requirements. With almost half a century of experience,
industry was pretty comfortable it had adequate control over the
SiO2 gate oxide, at least down to 30–40 Å thickness, so a simple
thickness metrology was all that was needed [9]. At smaller thick-
ness the properties started to get non-bulk like, as demonstrated
by Muller et al.’s work [10], resulting in the adoption of SiOxNy

material as an alternative.
Below the 90 nm node, where SiOxNy thickness down to below

20 Å is being used, one now needs metrologies which will deter-
mine variation of thickness, and the total N content (“dose”) (as
well as dielectric constant at such a thickness). Also, since state-
ments such as “. . . with the result of creating an N-rich layer near
the Si/SiO2 interface” are made by chip-making companies [23], it
is very clearly implied that the N distribution, not just the total
dose, through the SiOxNy layer is important – i.e. it affects electrical
performance.

20 Å SiOxNy films can have thickness variations successfully
monitored by ellipsometry, by fitting parameters to an optical
equation model, provided the N dose, and its depth distribution, do
not change, but it is harder to go thinner, and impossible to deter-
mine both thickness and N dose reliably this way to the required
precision. XPS can, in principle, do this and, in addition it holds at
least the promise of providing some N depth distribution informa-
tion. It can also give information about any chemistry difference in
the interface regions, compared to the “bulk” of the film. Owing to
this promise a large effort has gone into evaluating and establishing
the use of XPS for both characterization, and metrology (thickness,
dose, and maybe N distribution) of gate SiOxNy films (and, after
that, HfO2-based films).

Much of the published work took place in academia and gov-
ernment laboratories, and often parallel work in industry was kept
confidential. A problem in bringing all this information together,
and evaluating it, has been in establishing whether differing
results/conclusions in different laboratories represent differences
in the films used, or limitations in the analytical approaches used.
Here we simply review our own attempts, over a several year
period, using real industrial wafer product, and give our opinion
of what the current status is for this type of metrology using XPS.

3.3.2. Initial attempts at thickness and N dose determination for
SiOxNy

3.3.2.1. Thickness. To a first approximation SiOxNy thickness can
be determined using the same approach as for SiO2, namely simple
measurement of the Si4+ (overlayer) to Si0 (substrate) ratio, and
use of Eq. (3) with an SiO2 � value. This will introduce an obvious
error: the � appropriate for SiOxNy is not the same as for SiO2, and
will depend on x and y. Ignoring this for the moment, we show, in
Fig. 5a the correlation between two sets of thickness measurements
for a set of 60 SiOxNy samples. One set was derived using a single

angle XPS metrology tool [24], the other using a Thermo Theta 300
ARXPS instrument [25]. The objective was to see if the instruments
could be “tool matched”, meaning could they be cross-calibrated to
give the same answers. The Thermo 300 ARXP data, though taken in
angular resolved mode, was collapsed to a single average angle to
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Table 3
Thicknesses and doses for a set of 6 Si/O/N wafers. The larger (wrong) N dose values
were derived from a single angle measurement assuming uniform depth distribu-
tion. The smaller values were derived after determining the true N depth distribution
by ARXPS.

Sample Total thickness (A) Apparent N dose
(1e15/cm2)

Corrected N dose
(1e15/cm2)

1 74.8 11.0 4.8
2 75.3 11.7 5.2
3 78.2 11.5 5.3

ple, it is in fact a real example of a gross overestimate of dose made
by both using an inappropriate application (software assuming uni-
form N distribution), and applying it to a film that is much too thick
(>2�).
ig. 5. Tool matching: single angle instrument results (Evans data) versus ARXPS
nstrument results (AMAT data) for a 60 sample set of SiOxNy wafers. (a) Thickness
nd (b) N atomic %.

e compared to the single angle instrument data. The correlation in
ig. 5a is linear. This indicated that, in principle, either instrument
ould be used for thickness determination, with Fig. 5a providing
he necessary tool matching cross-calibration. The gradient is close
o unity also (not actually important for tool matching), but there
s an offset of 1.7 Å in the determined value. This is not important,
ince a calibration by TEM cross-section would be performed if a
rue physical thickness value was wanted. There are a couple of
utliers in the plot. We do not know the origin of these.

.3.2.2. N dose. The term “N dose”, used in the industry, simply
eans the number of N atoms/cm2 introduced into the SiO2 film

y the thermal or plasma treatments. What is actually measured in
PS is the intensity of the N(ls) signal. This is converted to the “stan-
ard table” N% value using an appropriate cross-section value [5],
nd, of course assuming complete homogeneity of concentration
hrough the film. Using the assumption that the film can be rep-
esented, for stoichiometry consideration, as an (SiO2)a/(Si3N4)b
ixture, no actual O(ls) measurement is needed and the N% can

e determined using only the N(ls), and Si4+(2p) signals. For the 60
amples, the N% was determined with the above assumption for
he Theta 300 instrument data. Since no O(1s) data was used in
he ReVera approach, we believe, but do not know for certain, that
he same assumption was also made in their N% determination. The
orrelation is shown in Fig. 5b. It is linear, passes through the origin,
nd has tight precision. The slope deviates significantly from unity,
owever. We do not know why, and for tool matching purposes it is

rrelevant. The important point is that, without knowing anything
urther an engineer can convert an answer obtained by one instru-

ent to that which would have been obtained by the other. Which
alue is actually “correct” is also irrelevant, as long as everyone is

n the same page.

If the composition is uniform throughout the depth of the film,
hen the N% can be converted to the required N dose by:

dose = N% × d × C (4)
4 75.4 11.6 5.1
5 72.6 12.1 5.7
6 76.4 12.0 5.6

where C is a constant containing density and other terms. So, at this
point we can see that, from a metrology point of view, either the
single angle instrument or the Theta 300 instrument could be used
for thickness and N dose metrology, with Fig. 5a and b being used
for tool matching, despite the fact that we do not actually know
how the single angle instrument data is processed.

If, however, the N concentration is not uniform with depth,
but is actually decreasing with depth, then, since XPS probes with
an exponentially decreasing sensitivity with depth, an assumption
of uniform depth distribution will lead to an “apparent N dose”,
where:

N apparent dose > N true dose

If the N concentration is actually increasing with depth, then:

N apparent dose < N true dose

The extent of the discrepancy between apparent and true doses
obviously depends on the magnitude of the concentration varia-
tion with depth over the thickness of the whole film. An extreme
example is shown in Table 3, for a set of wafers which turned out
to consist of roughly 50 Å of SiO2 on Si(1 0 0), plus roughly 25 Å
SiOxNy on top of the SiO2, as in the schematic of Fig. 6. The outer few
Angstrom of the stack had also re-oxidized in ambient atmosphere
towards SiO2. A “blind” metrology measurement, assuming uniform
N distribution through the whole 75 Å, and calculating N dose from
N% × d, gives values more than twice the values obtained using the
correct physical structure (established using ARXPS, Table 3 – see
Section 4). Though this may seem an unrealistically extreme exam-
Fig. 6. Schematic of the actual layer structure for the nominal “75 Å layer” of SiOxNy

on Si(1 0 0) of the samples in Table 3.
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in the SiOxNy processing development area is shown in Fig. 9, which
shows the N(1s) XPS region for a film of about 20 Å thickness on bulk
Si, made by a remote plasma deposition, RPD, process, but before
a final annealing step. Data at high and low � are shown, corre-
40 C.R. Brundle et al. / Journal of Electron Spectrosc

. Depth profiling by XPS in general and the determination
f the N profile in SiOxNy in particular

The above discussion makes it clear that even if the N depth
istribution was not considered important to device function, an

ncorrect N dose would result from using an incorrect N dis-
ribution. The values of a and b in the assumed stoichiometry
SiO2)a(Si3N4)b are also directly related to N dose, so an incor-
ect dose value will also affect a � value based on an interpolation
rom SiO2 and Si3N4 � values, which in turn affects the calculated
hickness. This would, however, be a much smaller error than the
quivalent dose error.

In fact the industry knows, by extensive electrical testing, and
haracterization of the N profile by destructive methods (TEM/EELS,
ime-of-flight secondary ion mass spectroscopy, TOF-SIMS), that
he N profile does affect device performance – at least gross effects
o. So it is important to understand the N depth profiling capabili-
ies of XPS, including the limitations.

There have been three general approaches used in attempt-
ng to obtain non-destructive depth profiling information by XPS.
ne is to make use of angle resolved data and the changing depth
robed. The second is to compare intensities of the XPS peak to
he background on the low KE side, at a fixed angle. The increase
n background is caused by inelastically scattered electrons which

ould otherwise have been in the XPS peak. The further below the
urface an element is located, the smaller will be the unscattered
PS peak and the larger the inelastically scattered background fol-

owing that peak. Modeling this situation is known as the Tougaard
ackground approach, fully reviewed in the article in this volume
y Tougaard [26], so we will not discuss it further. We should point
ut though, that this approach seems to be the basis for propri-
tary software that ReVera sells to attempt to correct their single
xed angle metrology measurement for any non-uniform depth
istribution.

The third, more ambitious approach to the issue of depth
nformation from XPS, is to attempt to model the complete XPS
pectrum. Powell [27], and Werner [28] both have articles in this
olume which discuss this.

With angular resolved data one can pursue either a qualitative
nalysis, or attempt various degrees of quantification. The simplest
ersion of a qualitative approach is sometimes called the relative
epth profile, RDP, method.

.1. The RDP method

This is a very simplistic approach intended to indicate which
lements (or chemical states, if identified) in an acquired XPS spec-
rum are, on average, nearer the surface and which further away. If
he RDP parameter for each line in an XPS spectrum is defined as:

ln(peak area at a high �)/ln(peak area at low �)
Then, to a first approximation, an element located closer to the

urface will have a higher RDP value than one deeper into the bulk.
here is no depth scale. The values can be considered simply as
ndicating a layer ordering. The approach is very similar to one orig-
nally proposed by Seah et al. [29]. As an example, we show a set of
DP parameter values for a self-assembled mono-layer, PEO-Thiol,
n a Ag substrate, of Fig. 7. We chose this as an example because
he mono-layer chain length is about 30 Å and it is well-known
hat the S atom is located at the interface, and that the O contain-
ng segment of the molecular chain is outermost. The RDP values

mmediately confirm this, with the Ag(3d) peak having the low-
st value, followed by the S(2p), then the C(1s) of the hydrocarbon
hain, and then the C(1s) and O(1s) of the ether unit with the high-
st values, Fig. 7. There are many other best case examples like this
n the literature involving self-assembled mono-layers.
Fig. 7. RDP and maximum entropy profiles for a thiol SAM on Ag.

Fig. 8 is an RDP plot for one of the ∼75 Å thick Si/SiO2/SiOxNy

structures referred to earlier (Table 3 and Fig. 6). It is trivial to con-
clude that the N content is confined more to the outer region than
the O content, and that an assumption of uniform depth compo-
sition will overestimate the N dose, as happened. Nothing further,
however, can be extracted from the RDP concerning the depth pro-
file.

Another example of the practical usefulness of the RDP approach
Fig. 8. RDP for the SiOxNy samples in Table 3 (all give the same result).
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ig. 9. N(1s) XPS of a ∼20 Å SiOxNy film, at bulk and surface sensitive angles. The
itrogen, NC, is clearly closer to the Si substrate interface than is NA.

ponding to higher surface sensitivity and more bulk sensitivity,
espectively. There are two N species present. Na corresponds to
he expected N(1s) position for the N of SiOxNy. Nc has a large posi-
ive chemical shift and represents a highly oxidized form, probably
O2. The ratio of Na/Nc doubles when going from the surface sen-

itive to the more bulk sensitive angle, showing unambiguously
hat the oxidized form, Nc, is concentrated strongly towards the
iOxNy/Si substrate interface.

Fig. 10, however, shows what happens when a traditional depth
rofiling using Ar sputtering is attempted. The oxidized Nc species
isappears after the initial 1–2 Å of sputtering. This kind of data was
btained by several development groups in different companies,
rior to the use of the angular resolved approach, and was initially
rroneously interpreted, not surprisingly, as implying that the oxi-
ized Nc species was present at the outer surface of the SiOxNy. This

s an example of a serious sputtering artifact confusing the XPS

nterpretation. The oxidized form of the N is not thermodynami-
ally stable, as is revealed by the subsequent annealing step, which
onverts it to bulk SiOxNy. This can be demonstrated by XPS (not
hown here) where the NC component disappears upon annealing,
nd the NA increases slightly in intensity. What is actually happen-

ig. 10. N(1s) spectra during traditional Ar+ sputter depth profiling of the ∼20 Å
iOxNy sample from Fig. 9. Note the peak NC disappears completely after the first
rief sputter, even though Fig. 9 proves it is at the Si substrate interface, not at the
uter surface.
d Related Phenomena 178–179 (2010) 433–448 441

ing during sputter profiling is that the Ar beam easily penetrates
the whole 20 Å film and converts the unstable oxidized NC species
at the substrate interface to bulk SiOxNy type NA, just as an anneal
does.

Another example of how misleading an attempted sputter pro-
file can be, occurred in the early development work for high k gate
oxides, involving HfO2. Depth profiling by ion sputtering appeared
to indicate that metallic Hf was penetrating into the Si substrate
subsurface, when, in fact the ion sputtering was reducing the HfO2,
leaving small clusters of metal Hf, which had a very low sputter
rate and so remained on the (now very rough) surface after the
Si interface had been reached and penetrated by the sputter pro-
cess. Non-destructive angle resolved XPS showed no evidence of
the presence of metallic Hf, and no evidence of any Hf increased
concentration at the substrate surface. To convince the process
engineers, however, it was necessary to polish in from the backside
close to the interface, and then do a sputter profile into the HfO2
from that direction, demonstrating that Hf metal was not present
in the Si substrate near the interface [30].

The simple RDP approach can be considered a layer ordering
method, as stated earlier. As such, it will only work reliably if the
material under consideration does, in fact, have a layered structure.
This is often the case in the technologies concerned here, as shown
by the examples given above. If, however, the layered structure has
the same species in more than one layer, the RDP approach is not
capable of establishing this. It will average the layer position.

Another problem arises when comparing RDP values for XPS
peaks with widely separated BE’s. The difference in � for the differ-
ent KE photoelectrons will modify the simple RDP interpretation,
but approximate correction can be made for this fairly easily. Cump-
son [31] has raised these issues, pointing out that the RDP approach
is neither truly relative (the � difference problem), nor really a
depth profile (no depth scale and no means of estimating the rela-
tive thickness of each layer). Practical experience, however, shows
it to be an extremely valuable approach, if the constraints discussed
above are kept in mind.

4.2. Modeling the ARXPS response

The alternative approach to RDP is to attempt to model the angu-
lar response to obtain a quantitative depth profile. This involves,
as a primary step, generating trial profiles, calculating the change
in peak relative intensities as a function of angle according to Eq.
(3), and then minimizing the �2 fit of the relative intensities of
the trial profile values, using an iterative procedure, against the
experimental values.

There are major problems that limit the likely success of this
procedure. The first is that there can never be a unique fit with this
inversion process, only a plausible one. The second is that small
changes in the experimental ratios can lead to large changes in the
trial profile giving a best fit, i.e. the resulting profile is very sensitive
to the quality of the data (not very robust).

To mitigate relying entirely on an over-sensitive �2 fit, the max-
imum entropy approach was originally suggested by Smith and
Livesey [32], and was implemented several years ago for SiOxNy

films [33]. This approach balances the quality of the �2 fit against a
calculated entropy optimization term, i.e. the entropic probability
of being in that concentration configuration at that depth. In this
approach the joint probability function, Q, is minimized, instead of
the �2 fit:

Q = ˛S − 0.5�2 (5)
where S is the calculated entropy for the trial fit and ˛ is an empirical
term used to decide how important the entropy term is compared
to the �2 fit. ˛S is basically a smoothing term and cannot have
any unique value for a given system, because how much weighting
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hould be given to S, compared to �2, will depend on the quality of
he experimental data being subjected to the �2 fit.

The Thermo Scientific Thetaprobe (or Theta 300 for full 300 mm
afers) allows simultaneous collection of angle resolved XPS data

� = 23–73◦) by using a wide angled input lens system and disper-
ion of the electron energies and electron trajectories orthogonally
hrough the hemispherical analyzer [34]. The increased speed of
ata collection, plus simply not having to deal with tilting wafers
nd sequentially acquiring data is what has made the use of full
RXPS, in a metrology mode, acceptable to the wafer industry.

Initially, even though the modeling software was incorporated
s an application with the Thetaprobe, actual usage, incorporating
he maximum entropy approach, involved major operator inter-
entions to establish a viable recipe (what quality of spectra to
equire; how many iterations of trial structures to run; what values
o use for the constant needed to turn the profile into a scale with
epth, and, in particular what to pick for ˛). More recently, auto-
ated procedures (applications) have been developed for use with

efined appropriate situations, so that the expertise/experience
eeded is reduced or eliminated. We follow this evolution (or at

east our evolution) below.
We have been involved in ARXPS for development and product

iOxNy gate material for about a decade, and HfO2 gate material,
iN and TaN barrier layers, and other wafer processing films in the
ore recent years. Our earlier attempts on SiOxNy gate material

sed a full bore maximum entropy approach, and were useful in
eaching us the limitations of the method, and establishing what
ot to do.

First one has to accept that a unique solution cannot be pro-
ided with this data inversion process, only a plausible one that
as minimized Q for the trial profiles (apparent convergence may

ust represent a local minimum). Excellent S/N is required because,
s mentioned earlier, the method is not robust and small fluctu-
tions in signal can result in significant alteration to the best fit
odel profile. Even if there were no noise, N, the signal, S, has to

e separated from the background, B, at each angle, and the ability
o achieve this separation correctly is likely to be a limiting factor.
umpson [31] has stated that even if we can reduce the uncertainty

n the true peak intensity to 3%, the maximum number of indepen-
ent parameters that can be reliably extracted, per element, is 3.
o extract four parameters requires an uncertainty of 0.5% in true
ignal intensity to be achieved (see Fig. 11). A profile of the composi-
ion, with multiple elements present, and data acquired at multiple
epth positions, involves a very large number of parameters if not
onstrained; one for each element at each depth, and this is the
roblem. The introduction of the entropy term, S, and minimiza-
ion of Q instead of �2, is an attempt to “regularize” an ill-defined
roblem. Appreciation of this issue leads us towards constraining
RXPS modeling sensibly. In an entirely unknown complex situ-
tion (multiple species, no knowledge that there is even a layer
tructure, and no constraints on composition with depth), the full
aximum entropy modeling approach should not be trusted, even

hough apparent fits may be obtainable. The corollary is that the
ore constraints that can be applied, the fewer are the parame-

ers left to be determined, and the more reliable will be a modeled
rofile fit to the data. Of course any constraints applied have to be
nown or assumed to be realistic. Fortunately, for the technolog-
cal areas we are discussing, film growth/deposition in the wafer
rocessing industry, many constraints can be applied with some
ertainty.

First the layer model itself is usually appropriate (a linear rela-
ionship in Eq. (3), over the range of thickness and angle conditions

here the equation is expected to be valid, is consistent with a layer
odel, and the lack of such a relationship may be an indication that
layer model is not appropriate). Second, for an Si(1 0 0) substrate
ne expects a sharp interface, at least for non-reactive material,
Fig. 11. Cumpson criteria (Ref. [31]) for meaningful parameter determination from
ARXPS.

such as thermally grown SiO2. If in doubt, TEM cross-section anal-
ysis may be used for confirmation. So in the maximum entropy
modeling, the Si(1 0 0)\film interface should be constrained so that
the entropy term cannot force film material into the substrate. This
will happen if ˛ is too large, and there is no interface constraint,
since entropy always wants to disperse material. This artifact will
become worse the deeper the interface is and the deeper one allows
the model to run, because the contribution to the total XPS signal
being �2 fit is exponentially decreasing with depth, and so can-
not counteract the entropy term in Eq. (3) at large depths. What
constitutes too deep? This is � dependent and therefore material
dependent. Anything beyond 3� is hopeless and constraining to 2�
is recommended. If one is sure that the interface is sharp, then also
constrain the model to allow only a small percentage of the film
thickness for the interface width, and do not allow the modeling to
run much deeper than the interface.

An inappropriately large ˛ term, plus not constraining the inter-
face width, will lead to an extremely smooth and slowly varying
modeled distribution (S is over-emphasized), with the film compo-
nents trailing into the bulk and never reaching 0% concentration,
and the substrate Si never reaching 100%. At the other extreme, if ˛
is much too small and/or the experimental data is of poor statisti-
cal quality, the �2 fit, without additional constraints, may find best
solutions with physically unreasonable sharp spikes in the depth
distribution. The maximum entropy modeled depth distribution
of the SAM, PEO-Thiol, in Fig. 7, was done using very high quality
data and has had ˛ empirically adjusted according to the discussion
above, and, as can be seen, it gives the expected (already known
really) profile.

Earlier, we discussed the effects of not considering elastic scat-
tering on thickness determination. These effects sometimes show
up also in modeled depth profiles. In the case of films on Si(1 0 0),

including the data up to the highest angles will sometimes result
in a small apparent elemental Si0 contribution appearing at the
surface. This is because, without specifically including elastic scat-
tering, the model is forced to interpret all signal emerging at high
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Fig. 12. Maximum entropy derived profiles fo

ngles with no inelastic scattering (i.e. in the XPS peak) as orig-
nating from close to the surface. However, an elastic scattering
vent taking place close to the surface, for an electron coming from
he substrate at low angle (normal to the surface), can also lead
o high angle emission from the surface (see Fig. 2, bottom). One
an easily check whether such an apparent surface Si0 contribution
s genuine or not by comparing a model fit including high angles
o one not including them. If the apparent surface Si0 component
oes away on excluding the high angles, it is an artifact. This, of
ourse, does compromise our ability to maximize surface sensitiv-
ty, since we are discarding the most surface sensitive section of the
ata.

Fig. 12 shows one of our earliest maximum entropy attempts at
odeling the depth distribution through two SiOxNy films prepared

n very different ways, and having substantially different thickness.
he Si interface half width was constrained to 10% of the depth
odeled in both simulations, and the value for ˛ was adjusted

y trial and error in an attempt to get the Si elemental substrate
alue to reach 100% in the bulk (note that this was never quite
chieved). Composition was not constrained in any way and the C1s
f the substantial hydrocarbon contamination was included. The
wo samples are clearly quite different (one is the unannealed pro-
ess situation referred to earlier in Fig. 9, with an oxidized N species
ocated nearer the lower interface). What level of confidence can
ne put in the comparison between the two films? Our opinion
ow, though we were over-optimistic back then, is that beyond
he statement that one film shows a strong bias of N towards the

nterface, and the other a more or less a flat distribution, there is
othing further that the quality of the actual data, and the rela-
ively unconstrained nature of this particular maximum entropy
imulation, can reliably establish. The valid conclusions about the
ifferences between the two films can be equally well established
very different N distribution SiOxNy samples.

directly from the behavior of the N1S/O1s ratio as a function of
�, Fig. 12, which is simply the equivalent of a RDP plot done at
more than two angles, without any extra attempt at quantitative
modeling.

In practical wafer processing examples there will always be
adsorbed hydrocarbon on XPS examined material, since it is ambi-
ent exposed. This constitutes an additional species, and layer, to
model (more parameters), which is often irrelevant to the infor-
mation being sort in the depth profile. If one is sure that there is
no relevant carbon species present (e.g. carbide) why include C(1s)
in the modeling? Or even spend acquisition time collecting it? This
is quite different from the situation with ellipsometry, where the
hydrocarbon layer will contribute in an unknown way to the optical
fitting, leading to errors.

A serious problem with much of the maximum entropy mod-
eling early on, and largely ignored, was that if all elemental
percentages were allowed to float freely, stoichiometries that made
no chemistry sense could result from the fitting procedure. For
example, for SiOxNy, if the Si0(2p) substrate, Si4+(2p) oxidized,
O(1s) and N (1s) peak intensities were allowed to float freely,
large amounts of free Si4+, O, or N, might appear in the best fit
model depth distribution, at some particular depth, which is clearly
nonsense chemically. This led, eventually, to more sensible con-
straints on stoichiometries; essentially not modeling the profile in
elemental form, but in chemical species form. This has resulted
in much more reproducible and believable profiles (reduction of
parameters), but it is essentially moving the analysis in the direc-

tion of writing individual algorithms (applications or recipes) for
very specific situations. This is quite typical in the wafer process-
ing industry, where often a new application, or recipe, must be
developed every time there is even a minor change in product
material.
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Fig. 13. Maximum entropy profiles for SiOxNy

Fig. 13 shows the maximum entropy simulation results for two
amples prepared by a process A, and two by a modified process
. This modeling was done a couple of years later than that in
ig. 12 above (unrelated samples), and additional constraints were
pplied. Only the Si oxidized, Si elemental, and N(1s) data were
odeled. The C(1s) from the hydrocarbon was not included and

he O(1s) content was back fit assuming a stoichiometry of mixed
iO2/Si3N4 composition for the SiOxNy. An ˛ was used which now
llowed the substrate Si0 elemental signal to actually reach 100%.
he main believable conclusion here, from this modeling, is that
he near surface region of both samples is more oxidized than the
eeper region. This is completely unsurprising, since the films had
een air exposed for some time and we know from time dependent
tudies that re-oxidation, with loss of N, does occur as a function of
ime. The next conclusion would be that the higher the N content
f the film, for both processes, the more pronounced is the surface
e-oxidation; again not surprising from a chemistry point of view.

Is process B producing a measurably different N depth distri-
ution from A? Trying to answer this question was actually the
eason for the study in the first place. There is certainly more
urface re-oxidation for the B process samples, which is about
ll you can say, but this may have nothing to do with the actual
eposition process itself. The detailed differences in behavior of
oncentration versus depth for process A versus B should not be
rusted, however, since there are far too many floating parame-
ers.

For the highest N% case, the surface re-oxidation can actually
e directly observed from the Si4+(2p) XPS region, because Si(2p)

n SiO2 has a slightly higher BE than that in SiOxNy, and there is

ufficient intensity and statistics to be able to deconvolute the two
ignals, Fig. 14. The maximum entropy profile for the Si4+ can then
e modeled as its two components, Fig. 14, and one can see that the
iO2 component follows the O(1s) trend and the SiOxNy component
ollows the N(1s) trend.
made by slightly different processes A and B.

An additional reason for studying this set of samples was that
a TOF-SIMS destructive depth profiling analysis for a parallel set
of wafers indicated large additional N concentration spikes right
at the surface (the first 2 Å). Such concentration spikes should cer-
tainly show up in XPS. We suspect that, in this case, the presence
of these in TOF-SIMS, even using the well defined Douglas protocol
[35], was a SIMS surface artifact, possibly representing trace sur-
face contamination by a N containing molecular species with very
high SIMS cross-section, or reaction of the N in SiOxNy at the sur-
face to yield an N species with a high SIMS cross-section. Whereas
SIMS, of any variety, has the highest probability for artifacts in the
first few Angstrom of profiling, for a non-sputtering XPS analysis,
material located right at the surface is actually the easiest to quan-
tify because of the maximum sensitivities there, and cross-sections
that are known and largely unaffected by matrix effects.

Earlier (Section 3.3.2.1) we used the data in Table 3 to illus-
trate how an incorrectly assumed uniform depth distribution led
to a very incorrect N dose estimate, and how a simple RDP could
have caught the problem (Section 4.1). We now return to examine
Table 3 in more detail. Samples 1–3 represent product using one
manufacturing process, samples 4–6 another. The thickness and
dose measurements reported in Table 3 were originally made to
establish any differences between the two products, using a sin-
gle angle XPS metrology tool. The samples were then passed to
the Theta 300 laboratory for “verification”, but the expected actual
gross structure, represented in the schematic of Fig. 6, was not
known to the Theta 300 XPS analyst prior to the measurements
(though presumably it was known to the process engineers, since
it looks like a deliberate two step process). We showed earlier how

the RDP approach, using the Theta 300, was sufficient to clearly
demonstrate that the N, on average, was closer to the surface than
the O. The question now is can an attempt at a quantitative profile
add anything useful? Fig. 15 shows a modeled depth profile deter-
mined by an entirely automated algorithm designed specifically for
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goal of the modeling has been very much reduced, we actually do
obtain additional information compared to a qualitative RDP plot.
The N dose in the film can now be determined directly from the
area under the SiOxNy box in Fig. 15. These were the values shown
in the “ARXPS corrected N dose” column of Table 3.
ig. 14. Example of chemical depth profiling: distinction of Si in SiO2 from Si in
iOxNy by using Si(2p) chemical shifts.

iOxNy (Trinity application [36]), for one of the samples in Table 3.
t consists of a box model constrained to three layers with zero
nterface widths, where the layers are SiO2 (outer), SiOxNy (center),

nd SiO2 (lower interface). The SiOxNy layer is further constrained
o have the stoichiometry of an SiO2/Si3N4 mixture. There are no
oating element concentrations; everything is modeled as stoicho-
etric compounds. This is not a maximum entropy procedure (i.e ˛

Fig. 15. Trinity algorithm fit to ARXPS data for sample 4 of Table 3.
Fig. 16. Automated maximum entropy depth profile for Sample 4 of Table 3.

is 0), but just the best �2 fit to the constrained model. The modeling
has therefore actually been reduced to a three parameter fit; two
independent thicknesses (the total thickness is an input parameter
determined in the standard way, Section 3.2 but using a � value
interpolated from the values for SiO2 and Si3N4 and the XPS mea-
sured N%), and one composition variable, the SiO2/Si3N4 ratio in
the SiOxNy layer. As such, it has a chance of meeting the Cumpson
requirement for validity, provided the statistical quality of the data
is high enough, and should be reliable. So, in this case, where the
Fig. 17. Simultaneous nitrogen dose and thickness metrology for a 300 mm wafer
(Ref. [36]).
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Fig. 16 is a maximum entropy simulation of sample 1 from
able 3, using a completely automated application from Thermo.
s for the Trinity algorithm results in Fig. 14, the total thickness is
n input parameter. The chemical species present are constrained
o be SiO2, Si3N4, Si elemental (substrate), hydrocarbon, and free O.
he value of � is calculated by the algorithm after examination of
he statistical quality of the collected data. The interface half widths
re constrained to 10% of the depth modeled, but unlike the Trinity
odel there is no a priori three layer constraint. Interestingly, the

esulting maximum entropy profile is quite similar, but not identi-
al, to the Trinity result. The SiOxNy layer is somewhat thinner, and

he outer re-oxidation layer is not completely SiO2, but just shows
n increased percentage of SiO2 compared to the SiOxNy layer. We
o not really know how much real additional information there

s here, or whether the differences partly reflect the blurring of
he interface introduced by restoring an ˛ term, but the important
for a ∼25 Å HfO2 film.

advance is that a known layer structure was not assumed, and the
algorithm is generic and not specific to SiOxNy. It has also been used
successfully for other gate material, such as HfO2-based material
(see later).

The above discussion, whether using a three layer, zero ˛ model,
or an entirely automated maximum entropy algorithm, shows that,
with sufficient constraints and sufficient quality of data, it is cer-
tainly possible to extract useful information reliably beyond the
RDP approach. The resulting profile, however, can only ever be an
approximation, not a fully quantitative representation, and the best
way to present the results, without leaving them open to gross over

interpretation, remains a problem.

The results in Table 3 for N dose, obtained by either assum-
ing a uniform N distribution or using a modeled profile approach
(whether an � term is included or not) raise an interesting point
related to the relative importance of accuracy and precision in
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he metrology of thin films, and the different effects that differ-
nt assumptions make. The N dose numbers in Table 3, using a
niform N distribution approach, from a single fixed angle mea-
urement (from the ReVera instrument) are very inaccurate, being
factor of approximately 2, too large. The spread in the determined

inaccurate) values for the uniform N distribution approach, how-
ver, is smaller than the spread in the (more accurate) ARXPS depth
orrected approach. Since the actual nominal N dose applied to
he wafers was the same in all cases, this might suggest that the
ncreased spread in the ARXPS depth corrected case is due to small
ariations in the model depth profile which are not, in fact, real. So,
t may be that, for dose accuracy the full depth profile is needed (but
mall variations should be dismissed as artifacts), whereas for dose
recision (necessary to correctly distinguish small changes in dose
rom sample to sample having nominally the same, but unknown
rofile) the assumed uniform N distribution approach is better. This
ituation also comes up in the next section.

.3. Simultaneous thickness, N dose, and N distribution wafer
etrology by ARXPS

Understanding the differences between using a uniform N depth
istribution assumption (possible poor dose accuracy; but good
recision) and using a modeled N depth distribution to calculate
ose (poorer dose precision, but better accuracy) raises the pos-
ibility of using a combined approach for providing simultaneous
etrology for thickness, N dose, and characterization of N depth

istribution, which can meet customer demands, in terms of speed
nd reliability. The 49 point simultaneous mapping of thickness and
dose, at high precision, across a wafer is shown in Fig. 17 using

he Theta 300. It was determined using the following protocol [36].
Angle integrated N(1s) and Si(2p) spectra are collected at all

oints in non-angular resolved snapshot mode. The thickness is
alculated from the Si oxidized/Si elemental ratio, using prior work
n SiO2 gate layers, where thickness was determined by the full
RXPS approach, which allowed a calibration for angle integrated
napshot data, so that thickness could then be determined directly
rom the latter. The same calibration was used here for the SiOxNy.
n uncorrected N dose is then determined using this determined

hickness and the measured N% from the XPS standard table at each
f the 49 sites, assuming uniform N distribution. To obtain a relative
tandard deviation, RSD, of approximately 1% in the calculated N
ose this way requires about 50 s acquisition time for the Si(2p)
egion, and 75 s for the N(1s) region, for the thickness and dose
alue ranges used in this technology.

Next, at one point on the wafer (usually the center) a full ARXPS
et of data is obtained and modeled using the Trinity algorithm.
corrected N dose is then derived from the N atomic percentage

n, and thickness of, the SiOxNy middle layer of the Trinity profile.
bout 3 min acquisition time is required for acceptable statistics.
his same correction factor is then applied to all the other points,
hich therefore assumes that the N distribution is constant over

he wafer.
Using the above procedures the precisions and speed of

he measurement are optimized. The precision of the thickness
easurement is simply determined by the statistics of the mea-

urement of the ratio of Si oxidized/elemental, and that of the N
ose by the statistics of both the Si oxidized/elemental ratio, and
he N% determination. The N dose precision is therefore always
oorer than the thickness precision.

Of course, if there are really variations in N profile, for a con-

tant N dose, as a function of the position on the wafer, these will
how up as apparent variations in N dose using this procedure. If
his is suspected, full profile modeling can be done at the positions
oncerned. It is likely, however, because of the restricted ability of
he modeling to reliably detect small variations in depth distribu-
Fig. 19. RDP, thickness calculations, and fully automated maximum entropy profile
for the HfO2 film giving the spectra of Fig. 18.

tion, that this procedure will only be able to distinguish the two
possibilities (change in dose, fixed distribution; change in distri-
bution, fixed dose) if there are substantial differences. In addition,
as in the case of the data from Table 3, the assumption of differing
depth distributions at each point and subsequent attempted mod-
eling will very likely seriously compromise precision of the N dose
measurement.

5. Beyond SiOxNy

The forefront in gate technology currently involves the use
of HfO2. The chemistry issues here include controlling interface
diffusion between deposited HfO2 and a passive layer of SiO2
layer at the Si substrate interface, possibly forming Hf2SiO4, for
instance. Discussion of this is beyond the scope of this review, but
in Figs. 18 and 19 we show a typical example. Fig. 18 shows the angle
integrated C1s, Hf4f, O1s and Si2p spectra, with peak assignments
and atomic % values. Fig. 19 shows an RDP plot and an automated
ARXPS maximum entropy modeled depth distribution from angle
resolved data. The algorithm used is the same as above for SiOxNy,
but the modeled species are constrained to be COH, HfO2, SiO2, and
the Si substrate. The total thickness, used as an input parameter,
is no longer simply obtainable from a Si4+/Si0 ratio, but has to be
obtained from more complex multilayer equations [17], assuming
a COH contamination layer, a layer of HfO2, and an interface layer
of SiO2.

The roughly 10 Å thick SiO2 layer at the interface is clearly indi-

cated by the modeling. A check on the reliability of this profile is also
available directly from the O(1s) spectrum, since the peaks from O
in HfO2 and SiO2 are separable (Fig. 18), and the O(1s) 532.95 eV
peak profile follows that of the Si4+ profile, if modeled separately
(not shown).
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Successful applications of the same algorithm, to other HfO2-
ased film structures, have also been reported by Conard [37].

. Conclusions

XPS is being used today in the semiconductor industry not just
n its traditional mode of providing surface chemical state informa-
ion, but also for full compositional analysis of these films. This is
ecause the films concerned are now often of comparable thick-
ess to the probing depth of the technique. Since that probing
epth can be varied by changing the detection angle with respect
o the surface normal, it is also, in principle, possible to provide
on-destructive depth profiling, though in practice one has to be
ery careful about how to go about this. Very high quality data is
eeded and constraints must be applied to reduce the number of
arameters involved in fitting the data. In addition to using these
ttributes for full characterization of the material of the films, XPS,
nd ARXPS in particular, has been developed as a metrology tool for
ontrolling thickness, composition, and depth distribution to ade-
uate precision, with sufficient speed and robustness (instrument
ptime and non-expert operation) to meet industry requirements
or, example, gate oxide material, in the most advanced transistor
roduction (at the 32 nm node).
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